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Current live migration technology
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The key? A common Data Model
é

list nat - session {

leaf protocol {

type proto - type

}

leaf src_address {

description ñSource Addressò;

type inet:ip - address ;

}

leaf src_port {

description ñSource Portò;

type port - type;

}

leaf translated_address {

description ñTranslated addressò;

type inet:ip - address ;

}

leaf translated_port {

description ñTranslated portò;

type port - type;

}

}

{

ñnat - sessionò : [

{

ñprotocolò: ñTCPò,

ñsrc_address ò: ñ10.0.0.1ò,

ñsrc_port ò: ñ2526ò,

ñtranslated_address ò: 

ñ130.192.225.79ò,

ñtranslated_port ò: ñ5678ò

},

é

]

}

The essential information of each 
service is captured by a data 

model, which is used to transfer 
the actual state of the app
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Demo step #1: Initial deployment
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Demo step #2: Setting up another (idle) NAT
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Demo step #3: Migrating state
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Demo step # 4: Upgrade graphs
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FROG – Universal Node orchestrator

mininet

client
server

FROG – Global 
Orchestrator

FROG – Migration 
Orchestrator

192.168.1.9 192.168.100.139192.168.1.10

Message
broker

Data network – 192.168.1.0/24

Management network –192.168.100.0/24

NAT

192.168.100.2

L2 switch

192.168.100.1

GRE 1

GRE 2

GRE 1

GRE 2

Config. 
agent 192.168.1.1

192.168.2.1

FROG – SDN Domain 
Orchestrator

FROG – Configuration 
Orchestrator

192.168.1.254 192.168.2.254

Physical deployment

https://github.com/netgroup-polito/frog4
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Next Steps

ÅGeneralize the approach with additional 
network functions

ÅInvestigate possible issues when a portion of 
the state is shared with the operating system




