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Motivations

® Main Drivers of Network Softwarization (...towards 5QG) :

pervasive diffusion of ultra-broadband (fixed and mobile);
increase of performance of H/W at lowering costs;
growing availability of Open Source S/W;

availability of “actionable” Big Data;

advances on Artificial Intelligence;

more and more powerful terminals and smart things.

® Network Softwarization is paving the way towards X-as-a-Service :

® SDN Controllers, Virtual Network Functions (e.g., middle-boxes) up to

and end-Users’ applications can all be considered “services”;

® This will increase flexibility, programmability but also complexity !
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Provisioning “X-as-a-Service” in a Telecom infrastructure

® Services can be seen as “chains” of service components (e.g.,
software tasks) executed/run onto pools of logical resources (e.g.,
VMs, Containers) interconnected via logical links (e.g., VPN);

® concept of “network slice” emerges;

® A flexible end-to-end provisioning implies a new complexity: dynamic
allocations, move and orchestration of several virtual components.
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An Operating Platform as a “generalized orchestration space”

® Today there is a high level of fragmentation, in international foraq,
bodies, projects and initiatives developing systems, platforms for
management/control/orchestration for Network Softwarization
(even more looking at 5G infrastructures).

®* Moreover, it is not predictable today which of said platform(s) will
be widely accepted and deployed, and how they will evolve.

® There a need of an “overarching” Operating Platform as a
“generalized orchestration space” decoupling from currently
available (and future) control and orchestrations platform (e.q.,
ONOS, ODL, OpenStack, MANO etc)

® ... but at the same time “hooking” all of them (for end-to-end
services) by using a standard set of abstractions.

Towards a 5G Operating Platform: a use case on infrastructure-agnostic orchestration
A. Manzalini, T..TS.TST, G. Castellano, F. Risso, POLITO b




Operating Platform: model and feasibility demonstration

< T {aEmy 7 h Service orchestrators
3 ”_?WICE Orf g C.J:?,, ‘ ;:Ser\rll:e OfC I SHator 3 “Scalable streaming Service orchestratore
= emperature servic e Secure andredt.mc‘fant . e e e
& Lo I TEaS rs s intrusion service”
— : Tt | R
§=] e e
= = i s
= e 2 Ny -~ S ,."'f-
= T Service orchestrator S o 5
li1] | “network monitoring service" B o _Ker_nelservll:e_s :
5 e = ‘: {quthentication, authorization and
— Service orchestrator 2 [ e i - ——————""7"_w| accounting, application repository,
O u : N = e ST iy ;
Chained SFs service” e e, S -~ scheduling, ...}
= e ]
: - Q=0
— — /'. ! o Y
E B : i // i e
@ e o /
1) Ea
& r z S [ E e
Infrastructure orchestr. H,f # Infrastructure “| Infrastructure orchestr. Infrastructure Infrastructure
for "OpenStack” orchestr. for “ONOS" for 5G access orchestr. forROS orchestr. forloT”
L L3 / 3 M
P b Fa L' Fia k P F.s b i
___,z 5G access =s: . }))
e | gy | e framework ity =
Infrastructure N
Te£0
controllers SR s @ =
=s=cheduling, etc.)
Physical | | Core/Ed | 5G | Rob ( loT (
. ore/Edge access obots (as oT (as
Datacenter
infrastructure network network terminals) terminals)
L d —————> QOrchestration workflow (example)
egen ) ] ) i
Incoming service requestsl T Advertise capabilities and resources ) . . i )
{North-in) {North-Dut) - . By-directional interaction with
[Orchestration module] Kernel services (e.g., authentication)
Service requests to other l Motifications for capabilities and resources ilnfrastructure controller-specific API
orchestrators (South-Out) advertised by other orchestrators (Sauth-In)

Towards a 5G Operating Platform: a use case on infrastructure-agnostic orchestration
A. Manzalini, T.L.TS.TST, G. Castellano, F. Risso, POLITO




The FROGvV4 orchestrator @ Politecnico di Torino

Per-user services with
mobility support
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Everything as a Service, Everything is an Object

Per-user services with
mobility support
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Message bus: transports pub/sub information using YANG data models
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SDN Domain Data Model

object sw-bundles {
capability BridgedLAN;
capability TrafficSteering;
capability GenericBundle;

}

object BridgedLAN {
leaf NetworkAddr
leaf DefGwAddr {type ipdaddr;

leaf DHCP {type boolean;

}
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leaf action {
type enumeration {
enum drop;
enum allow;

}

}

object webcam {

leaf dpiresolution { type uintlé6;

leaf location { type string; }
leaf outdoor { type boolean; }

e string; }
type ip4addr;
type ip4mask;

}

leaf interface {

type leafref ({
path "/fw/ifName";
}

leaf
leaf
leaf
leaf

saddress { type ip4addr;
daddress { type ip4addr;
sport { type portnumber;
dport { type portnumber;

L |

leaf SSID { type string; }
leaf address { type ip4addr;
leaf netmask { type ip4mask;
}
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Our demo: Step 1 - Scenario

[ FROG NFV global orchestrator ]
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Our demo: Step 1 - Deployment
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Our demo: Step 2 - Scenario

[ FROG NFV global orchestrator ]
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Our demo: Step 2 - Deployment
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Conclusions

High level of fragmentation, in international fora, bodies, projects and
initiatives developing systems, platforms for
management/control/orchestration of Network Softwarization.

There the need of an overarching Operating Platform as a “generalized
orchestration space” decoupling from currently available (and future)
control and orchestrations platform...

... but at the same time “hooking” all of them (for end-to-end services) by
using a standard set of abstractions.

Need for flexible and extensible data model and access patterns for generic

objects, such as “infrastructure nodes”, “sensors”, “vnf”, and even “services”.

® Each object can potentially consume services provided by other objects, while at
the same time export services to be used by other objects.

Scalability, security, and accounting will represent major challenges in a fully
automated, agile, multi-domain, end-to-end service world.
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Questions?
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